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Jacket Customer Success Story 

Video Content Analysis at Google, Inc. 
 
Video content analysis is the basis for categorizing videos and 
enabling search by content. Recently there has been a growing 
interest in using sparse-coding methods to extract motion 
features in video in support of video content analysis.  Several 
approaches rely on solving an L1-regularized least-squares 
optimization problem both to learn and then subsequently to 
apply the basis vectors which are used to extract these 
features.   The number and size of the basis vectors required 
for video are substantially larger than the corresponding basis 
vectors learned from static images. This is due to the wide 
diversity of visual transformations characteristic of video. In 
this application, Jacket and GPUs were used to improve 
performance by substantially accelerating the solution of the 
L1-regularized least-squares optimization problem. 
 

The authors re-implemented a version of the coordinate-
descent algorithm of Friedman et al [2007] developed by Raina 
et al [2009].  Raina et al implemented their version of 
coordinate descent in C and in CUDA. The authors took the C 
code and rewrote it as vectorized MATLAB. The vectorized 
code clearly mirrors the linear-algebra formulation of the 
algorithm. The transition to MATLAB enabled the use of the 
Jacket platform for the prototyping and mapping of the 
algorithm onto GPU resources.  The Raina et al CUDA code 
exploited potential structure in the original coordinate-
descent algorithm, but serially coded each input vector.  The 
vectorized code running under Jacket exploited both 
opportunities for parallelism. Moreover, the authors were able 
to experiment with exploiting additional opportunities for 
parallelism by making simple changes to the vectorized code, 
changes that would require a major rewrite of the CUDA code. 
Ease of use coupled with quite remarkable improvements in 
performance made the Jacket system extremely attractive. 

 
The research compared the results from six implementations 
each based on one of two algorithms: 
 

I. Feature-sign algorithm [Lee et al, 2007]: 
1. Implementation in MATLAB 

II. Coordinate-descent algorithm [Friedman et al, 2007]: 
2. Multi-threaded implementation in C++ 
3. CUDA implementation by [Raina et al, 2009] 
4. Vectorized re-implementation of [2] in MATLAB  
5. Vectorized re-implementation of [2] in Eigen/C 
6. Same code as [4] but running under Jacket 

 

The flexibility of Jacket made it easy to experiment with how 
best to use the GPU. As a result, it is not surprising that Jacket 
and GPUs outperformed the other implementations. 
 

 
 
Note: All runs were performed using 864 basis vectors, each vector with a 
spatial extent of 13 × 13 and a temporal extent of 7 frames, and 1024 input 
vectors. The reported times are averaged over multiple runs. All 
implementations used a sample of 1024 input vectors extracted from the 
first thirty seconds of a video.  This is the basis for computing descriptors 
used to categorize videos in our experimental video categorization research. 
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 Jacket is a software platform specifically designed for engineers, scientists, and analysts who need maximum application 
performance, with minimal programming difficulty, while leveraging all technical computing resources available, including 
laptops, desktops, servers, clusters, and the Cloud.  The Jacket platform consists of a runtime and language processing system 
that automatically optimizes existing applications or new algorithms for GPU computing.   
 

“Ease of use coupled with quite remarkable 
improvements in performance made the Jacket 

system extremely attractive.” 
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